Artificial Intelligence llI: Artificial Intelligence and Deep Learning

Ch06 — Unsupervised Learning

Tutorial
1. Given the following dataset:
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a) By using Single Linkage approach, group the samples into THREE clusters.
Euclidean distance should be used.

b) By using Complete Linkage approach, group the samples into THREE clusters.
Euclidean distance should be used.

¢) Assume Sum-of-Squared-Error (SSE) (S = X{_; Xxep,llx — m;||?) as a criterion

function. By setting initial points to (0, 0), (0, 10) and (8, 8), find the clusters using
K-mean (k = 3).
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2. Given the following dataset:

Sample Feature 1 | Feature 2
S1 1 0
S2 2 0
S3 3 0
Sq 5 6
Ss 6 6
Se 7 6

a) Calculate the standardized dataset (A)
e a=A- 7

b) Calculate the covariance matrix (M) for the features in the dataset
T
e Cov(D)=M = %

c) Calculate the eigenvalues (1;) and eigenvectors (x;, y;) for the covariance matrix.

o dettM—-1I1)=0
Xi1 _ 4 [%i

s M [yi] =4 [yi]

e Putx; = 1 and convert to unit vector: /x;2 + y;2 =1

d) Pick top k eigenvalues, where k =2 (A},)

I S
* A"_[yl Y2

e) Transform the original space to the principal component space (X)
o MA,=X
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x
y:]’ where x; and y; correspond to the i highest A.



